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ABSTRACT

This project implements a particular approach in measuring image resemblance called Perceptual Systems Approach, based on Near Sets Theory where image resemblance is viewed as a form of nearness between sets of perceptual objects. This application offers a simple interface that is easy to use and understand. The user only needs to upload two images and in a few seconds he will have the result he was interested in.
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1. INTRODUCTION

The best way to motivate the necessity on this application is to show the actuality and completeness of the used approach.

One solution to the problem of image resemblance is to consider a tolerance space form of near sets that model human perception in a physical continuum. Therefore, a perceptual image processing approach has been rapidly growing out of the near set theory for the past several years. Near sets are disjoint sets that resemble each other, especially resemblance defined within perceptual representative spaces (a.k.a., tolerance spaces). This way, this approach takes care, first of all, of the human perception of the world.

This paper is organized as follows. Section 2 presents related works to help establish a context for this research. Section 3 presents the working of the implementation. Section 4 presents the conclusions and some future work is presented in Section 5.

2. RELATED WORK

Near sets, introduced in 1980s by Zdzislaw Pawlak are useful for solving problems based on human perception [1] that arise in areas such as image analysis [2,3], image processing [2,4], face recognition [5], ethology [6], as well as engineering and science problems.

As an illustration of the degree of nearness between two sets, consider an example of the Henry color model for varying degrees of nearness between sets. The two pairs of ovals in Figures 1 and 2 contain colored segments. Each segment in the figures corresponds to an equivalence class where all pixels in the class have matching descriptions, i.e., pixels with matching colors. Thus, the ovals in Figure 1 are closer to each other in terms of their descriptions than the ovals in Figure 2.
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When investigating the perceptual basis Orlowska suggested that approximation spaces are the formal counterpart of perception or observation [8]. In [9] it is explained that the brain identifies relationships between object features in the process of forming the perceptions.

The idea of using tolerance relations [10] in formalizing the concept of perceptual resemblance between images was introduced in 2008 [11] as a result of collaboration with Z. Pawlak in 2002 on describing the nearness of perceived objects [12].

This project implements the theory described in [7].

3. THE APPLICATION

Each step described in [7] provides input for the future steps, producing tolerance classes of the images and corresponding tolerance matrix used in the next steps to define similarity measures. As a probe function, this project used the average gray value of the sub-images.

The following sections present some results by emphasizing the difference between pair of images with a good resemblance and images which are different from a perceptual point of view. Tests have been made for different sizes of grayscale [14][15] images, sub-images, tolerance range $\epsilon$ to compare results and to analyze which factors are most influent.

Images with a good resemblance

For two input images of size 300 x 300 px, the application generate the tolerance ordered matrix which is displayed after the black and white version of the image(in case the image is colored). From here on, the following notation will be used: X for the first image and Y for the second one.
It is the moment to compare these two images from a personal, perceptual point of view and to see if the application meets our perception sense. If they match, the application must have a good implementation and provide the right results. As we can see these two images are similar, let’s check the results.

For a visual interpretation of the results, the application provides a graphical representation of the empirical distribution function, but what the user must see is if the two lines corresponding to each image are similar or not. As our two images are supposed to be similar the resulting histogram is:
It is not necessary to know much about tolerance classes or empirical distribution to understand that these two images have a good degree of similarity. The numerical values organized in a Table 1.

<table>
<thead>
<tr>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>p</td>
</tr>
<tr>
<td>20</td>
</tr>
</tbody>
</table>

TOD, HSM and tNM were explained in the previous section and have a range of 0 to 1 with a higher value for a better resemblance. p means the size of the sub-images in pixels (20 x 20), eps represents the tolerance range and #Tol-X and #Tol-Y represents number of tolerance classes for image X and Y. Again results shows that images have a good resemblance. For comparison, section 4.2 presents the results for two different images.

**Images that do not resemble**

As for the previous example, after loading the two images their black and white versions are displayed, as well as the ordered tolerance matrix.
The resulting histogram is:

![Histogram Example](image1)

Figure 8. Empirical histograms/ Distribution for image X and Y

As we can see in resulted histogram those two images are not similar from a perceptual point of view. Table 2 presents the numerical results:

<table>
<thead>
<tr>
<th>p</th>
<th>eps</th>
<th>Tol-X</th>
<th>Tol-Y</th>
<th>TOD</th>
<th>HSM</th>
<th>tNM</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>20</td>
<td>192</td>
<td>185</td>
<td>0.9000</td>
<td>0.9000</td>
<td>0.7326</td>
</tr>
</tbody>
</table>

Table 2. Table of results

We can observe smaller values for tNM and TOD, HSM indicators. To highlight the algorithm performance, next will be presented an example which compares two absolutely different images and an example with two equal images.

**Images with a very poor similarity**

![Image X and corresponding tolerance ordered matrix](image2)
Figure 10. Image Y and corresponding tolerance ordered matrix

Figure 11. Empirical histograms/ Distribution for image X and Y

Table 3. Table of results

<table>
<thead>
<tr>
<th>peps</th>
<th>#Tol-X</th>
<th>#Tol-Y</th>
<th>TOD</th>
<th>HSM</th>
<th>tNM</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>239</td>
<td>256</td>
<td>0.4914</td>
<td>0.4914</td>
<td>0.2003</td>
</tr>
</tbody>
</table>
Two equal images

![Image X and Y](image1)

**Figure 12.** Image X and Y and corresponding tolerance ordered matrix

![Empirical histograms](image2)

**Figure 13.** Empirical histograms/ Distribution for image X and Y

As it is shown in Figure 13 the two lines overlaps, it was expected because the images are identical.
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**Table 4.** Table of results

The values of indicators also show that our images are identical. Also the pictures have the same number of tolerance classes.

Next, for more tests of the application a number of 5 different pictures where inserted into a database and the input images are now extracted from a selected database. One of the images will be modified so that it can be another input image resulting 6 images where 2 of them are almost the same images. The fifth image is obtained by drawing a line over the pair image. The idea is to test if the application will find those two images almost the same. The user selects the image and for each of another 4 images will be applied algorithms to compute the values of the indicators and the best result will meets the pictures we want to find (the duplicate). The pictures will be named as 1, 1’ (duplicate image), 2, 3, 4. Next figures show the results:
The results of the comparison of the duplicate image with other 4 images are presented next. The minimum values of indicators will indicate the image we need to find.

Figure 15. Results of comparison of image 1 and 2.
Figure 16. Results of comparison of image 1 and 3.

<table>
<thead>
<tr>
<th>p</th>
<th>eps</th>
<th>#Tol-X</th>
<th>#Tol-Y</th>
<th>TOD</th>
<th>HSM</th>
<th>tNM</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>20</td>
<td>255</td>
<td>242</td>
<td>0.3409</td>
<td>0.3409</td>
<td>0.7734</td>
</tr>
</tbody>
</table>

Figure 17. Results of comparison of image 1 and 3.

<table>
<thead>
<tr>
<th>p</th>
<th>eps</th>
<th>#Tol-X</th>
<th>#Tol-Y</th>
<th>TOD</th>
<th>HSM</th>
<th>tNM</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>20</td>
<td>242</td>
<td>256</td>
<td>0.5092</td>
<td>0.5092</td>
<td>0.8923</td>
</tr>
</tbody>
</table>
By collecting all the resulted data and making the minimum of the value of the indicators application easily find the duplicated image. Even on the distribution diagram it’s easy to see that image are the same but at one point there is a difference, in our case the text “DUPLICATE”.

4. CONCLUSIONS

The main goal of this project was to provide an application with a simple, easy to use interface which offers in a few seconds some visible results, easy to understand and to gather the information about the image resemblance, based upon the article [7] for perceptual similarity.

Three forms of image resemblance measures are considered, the tolerance overlap distribution (TOD), HSM histogram similarity measure and a tolerance near set resemblance measure tNM. Because of the use of only one probe function (average gray level) values of the TOD and HSM are the same, so it can be considered two forms of measure. The results reported in this paper suggest that the tNM measure is more accurate than the TOD and HSM. The empirical distribution histogram gives the best visual results.

5. FUTURE WORK.

To increase the precision of the results, for the future work application could be improved by adding some more probe functions like image entropy, texture and color information.

Another improvement would be to eliminate the requirements concerning the input image size, the possibility to upload images of different sizes. Also, the algorithm could be optimized to decrease the time of the execution for larger images.

This system can work in conjunction with image merge and stitching algorithms in order to classify images containing the same scene. [13][16][17]
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