DETECTING A PATTERN IN A VIDEO STREAM AFTER DENOISING AND COLOR FADING PREPROCESSING

Andrei Danescu¹

ABSTRACT

This paper presents an algorithm for identifying a pattern in an image, by using the “cross-correlation” technique. In addition, it shows the difficulties of implementing the algorithm in a video stream context and the solutions applied to remedy these shortcomings. The modified “template matching” algorithm manages to process the image in real-time by using downscaling for restricting the search area.

Filtering noise, in real time, has applications in speech and image processing. Considerable interest has arisen in recent years regarding filtering in the wavelet transform domain. This technique has been effective in noise removal with minimum side effects on important features such as image details and edges. In this paper, the effectiveness of both soft and hard thresholding for desired detail levels has been demonstrated. Python implementation is proposed due to its simplicity.

This article presents an image conversion method from color space to grayscale, using Fourier transform on luminance and chrominance channels. The method keeps the image chromatic contrast, which could be lost in case of a simple luminance channel extraction. Frequency domain naturally offers the contrast values on all channels, in all spatial scales. Consequently, there are just arithmetic operations necessary to factorize chromatic differences in final intensity of the image, so the image processing speed is raised up considerably.
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1. INTRODUCTION

A common problem in the image processing field is matching a certain pattern [1][2][3] in an image or a section of the image, called interest region. The proposed optimizations should be able to combine with existing methods [8]. Another common problem is pattern identification in multiple frames or images in order to perform alignment or merge operations [4][5][6]. This problem is very similar to the identification of a specific digital signal in the processing signals field, by using, for example, a “matched filter”.

![Figure 1. Matching a template in a target image](image_url)
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A frequently used solution for solving this problem is the “template matching”. This requires a pixel by pixel comparison of segments of the image against a pattern that contains the desired model.

A wavelet is a wave-like oscillation with amplitude that begins at zero, increases, and then decreases back to zero. It can typically be visualized as a "brief oscillation" like one might see recorded by a seismograph or heart monitor. Generally, wavelets are purposefully crafted to have specific properties that make them useful for signal processing.

Also, wavelets are a mathematical tool for hierarchically decomposing functions. They allow a function to be described in terms of a coarse overall shape, plus details that range from broad to narrow. Regardless of whether the function of interest is an image, a curve, or a surface, wavelets offer an elegant technique for representing the levels of detail present. This article is intended to provide people working in computer graphics with some intuition for what wavelets are, as well as to present one field of applications. In the first part, we discuss the simple case of Haar wavelets in one and two dimensions. In the second part, we will present a technique and also an algorithm for removing noise.

Most fading methods obtain good results for a specified data set, but are not only very difficult to implement, but also provide little flexibility in parameter control, or rely on very slow algorithms. Among these algorithms there are some which treat the fading problem as a minimization problem, algorithms that try to keep chromatic differences in fixed neighborhoods and algorithms which try to realize a global nonlinear mapping optimization of color image to grayscale or algorithms which try to code the color information inside the spatial information of the luminance channel [2].

The method presented in the following sections succeeds to offer good results, through contrast conservation in all characteristics steps present in transformed image using frequency domain [1] and real-time execution (assuming that the Fourier transform is also computed on the GPU).

2. TEMPLATE MATCHING

To achieve the pattern detection in an image, the template has to be discretely moved u steps towards x and y direction, then, the comparison is made on a rectangle with the size of the image template for each position (u, v). Following the comparison, a metric is computed to determine the best matches for the entire image. In case of a video stream, the calculation is performed at each frame (or once a number of frames to increase performance).

A common method to measure the similarity between image regions and the pattern is the correlation or the “cross-correlation”:

$$ c = \sum_{x, y} f(x, y) * t(x, y) $$  

(1)

To calculate the correlation response in each pixel (x, y) the following formula is used:

$$ c(x, y) = \sum_{k=-W}^{H} \sum_{l=-H}^{H} f(x + k, y + l) * t(k, l) $$  

(2)
where $t$ is the template image with the size $[2W, 2H]$, and $f$ is the image where the search is being made. The final result is a pixel for which $c(x, y)$ is maximum, indicating the left upper corner of the region that matched the pattern.

In that case, the correlation has a few drawbacks which make it impractical in detecting the patterns:

If the brightness/contrast of the image or pattern varies, the correlation may fail. For example, the correlation between the template and the corresponding interest area of the image may be lower than the correlation between the template and a much brighter area.

The range of values of $c(x, y)$ depends on the size of the searched pattern.

The correlation is not invariant to image intensity changes (e.g. stronger illumination).

A solution to this problem is the normalization of the correlation. This operation is performed at each step, by lowering the average and dividing by standard deviation.

So, the improved formula is:

$$c = \frac{\sum_{x,y} [f(x, y) - \bar{f}] [t(x, y) - \bar{t}]}{\left(\sum_{x,y} [f(x, y) - \bar{f}]^2 \cdot \sum_{x,y} [t(x, y) - \bar{t}]^2\right)^{1/2}}$$

(3)

Where $\bar{f}$ and $\bar{t}$ represent the pixel average of that pattern image.

The normalized correlation formula obtains results with a maximum value of 1. Generally speaking, it is required to suppress the non-maximal values by using a filter that finds the pixel with the maximum value from the current window and sets the other pixels values at 0. After calculating each pixels value, the maximum location has to be searched in the results matrix. In this case, the maximum corresponds to the brightest point of the image.

3. PATTERN DETECTION IMPROVEMENTS

Detecting patterns by normalized “cross-correlation” is an expensive operation in terms of computation, especially if multiple templates are used (rotation tolerance, scaling etc.). To speed up the detection process, the following technique can be applied:

Downsample both the image and the pattern by a factor of 2, 4, 8 or even more, depending on the image and pattern sizes, making sure not to lose too much information from the pattern.

Apply the pattern matching algorithm for the downsampled image-pattern pair and obtain an approximate pattern position in the searched image.

Determine a search window in the original image (full resolution), by specifying a pixel tolerance.

The algorithm is applied again by using the original template image and pattern, limiting the search at the previous step window.

4. HAAR WAVELETS

We set the stage here by first presenting the simplest form of wavelets, the Haar basis. We cover one-dimensional wavelet transforms and basis functions, and show how these tools
can be used to compress the representation of a piecewise-constant function. Then we discuss two-dimensional generalizations of the Haar basis, and demonstrate how to apply these wavelets to noise reduction.

In preparation for image denoising, we need to generalize Haar wavelets to two dimensions. First, we will consider how to perform a wavelet decomposition of the pixel values in a two-dimensional image. We then describe the scaling functions and wavelets that form a two-dimensional wavelet basis.

To obtain the standard decomposition of an image, we first apply the one-dimensional wavelet transform to each row of pixel values. This operation gives us an average value along with detail coefficients for each row. Next, we treat these transformed rows as if they were themselves an image and apply the one-dimensional transform to each column. The resulting values are all detail coefficients except for a single overall average coefficient.

5. WAVELET THRESHOLDING

Wavelet thresholding (first proposed by Donoho) is a signal estimation technique that exploits the capabilities of wavelet transform for signal denoising. It removes noise by killing coefficients that are insignificant relative to some threshold. It is proven that small coefficients of the wavelet keep the noise and small detail information while the big coefficients keep the details and important data of the image. Researchers have developed various techniques for choosing denoising parameters and so far there is no “best” universal threshold determination technique. In this article we analyze two thresholding techniques called hard thresholding and soft thresholding.

6. NOISE REMOVAL USING WAVELETS

As a support for this paper stands a python implementation of the Haar wavelet transform using the previous described algorithm. This was the easy part. The most difficult part is to determine the threshold value. For that I applied the following strategy. I have walk through the entire image with a 30x30 pixel window to determine the most uniform area of the image. I have computed the standard deviation for each window separately and I have chosen the one with the minimum standard deviation value. This area represents the information source for threshold calculation. I have marked this area in each wavelet level. The window gets smaller as the depth of the wavelet increases. Also only the window in the bottom right corner is square, for each depth level, the rest of them are not.

Starting from this point, I implemented 2 methods for the threshold calculation.

In the first one I consider the threshold value for each section equal with the standard deviation of the window in that section (the window is previously identified with the described method).

In the second method, the mean value of the window is considered as threshold for that section of the wavelet.

The third method is proposed by [16] and it is dedicated for salt and pepper noise. They say that one must apply a different strategy for removing salt and pepper noise.
7. FADEING IN FOURIER DOMAIN

The first step is RGB color space to CIE Lab transformation. CIE space is suitable for this method because it offers a clear separation of luminance and chrominance channels, allowing for a better control over contrast differences.

The second step requires applying the Fourier transform on each channel (L, a and b) and applying the following formulas for chromatic contrast introduction in grayscale values of G1 image, in Fourier domain. G1 is obtained using inverse Fourier transform, as following:

$$\tilde{G}_1 = IF(\tilde{E})$$

$$\tilde{E} = H(\hat{L}, \hat{a}, \hat{b})$$

H calculates grayscale intensity modified in Fourier domain, E, using Fourier transform values applied over luminance and each of two chrominance channels. H is calculated on each frequency using the next relation:

$$H(\hat{L}, \hat{a}, \hat{b}) = (1 - \Theta) \cdot \hat{L} + \Theta \cdot (\Phi \cdot \hat{a} + (1 - \Phi) \cdot \hat{b})$$

where $\Theta$ controls chromatic contrast level of influence in the final result, and $\Phi$ is a coefficient that determines the relative contribution of chrominance channels a and b. In the above equation, the Fourier values and coefficients are dependent on frequency.

8. IMPROVEMENTS

Automatic parameter control

We can calculate $\Theta$ using the difference between RGB channels and luminance, thus obtaining the relative loss of conversion from one chromatic space into other. This difference can be represented as follows:

$$\Theta = \frac{|R| + |G| + |B| - |L|}{|R| + |G| + |B|}$$

Where $||$ represent the spectral complex values, and $\bar{R}$, $\bar{G}$, $\bar{B}$ are the Fourier transformed of RGB channels.

Similarly, the coefficient $\Phi$ can be calculated as the relative proportion between the two chrominance channels:

$$\Phi = \frac{\hat{a}}{|\hat{a}| + |b|}$$

The two coefficients can be calculated automatically at each frequency. Experimentally, good results were obtained using the average coefficients calculated at each frequency. In this manner, the results satisfy global consistency (i.e. pixels with the same color are mapping in the same gray value, due to linearity of formula which calculates H).

Grayscale values normalization
For a better visualization of the result, the final image can be normalized for using all values between 0-255, whereas CIE Lab space does not have such a large range.

**Application of a homomorphic filter**

The result of filtering with a homomorphic filter offers a better contrast and a uniform distribution of image luminosity. The method requires the separation of lighting component from the reflectance component, the aim being suppressing the contribution of light (low frequency) in favor of reflectance, which offers more relevant chromatic information.

The necessary steps for filter application are the following:

1. **Image logarithmation** – necessary to transform the relation between lightning and reflectance from multiplication to addition, for linear filter application in frequency domain.
2. **Low frequencies removing** – high-pass filter
3. **Decreasing the result from logarithmated image** – removing the lightning low frequency component.
4. **Exponential item application and obtaining the final image.**

**9. RESULTS**

The obtained results were very good, the pattern detection using improved algorithm running at the original frame-rate of the video camera (i.e. with no tracking):

- Simple video stream 1280x720 => 13 FPS
- Video stream with the pattern detecting by using the trivial algorithm => 8-9 FPS
- Video stream with the pattern detecting by using the improved algorithm => 12-13 FPS

This multiresolution template matching method can be used alongside an optimization using partial sums, described in [7], to provide real time results for traffic [10] or surveillance systems[12], like [9], which deduce moving objects, create a template from them and follows them through the video. Optimizations relative to clustering can be obtained by using filters and edge detection, in order to accurately take out the moving tracked object from the video [11].

Wavelets are a useful tool for image processing. From the results presented I can say that wavelet thresholding is a good method to remove noise. For salt and pepper noise one must apply different strategy and the results are not the expected ones.
The results show that different close-by colors mapped on different grayscale components, calculations having a low computational impact. The purpose of the algorithm was to make all elements in the color image distinguishable in the grayscale equivalent, not being interested in the perceptual similarity [3][4]; even thou, the transformations manage to preserve the global consistency, making the image naturally looking.

These results can be used as preprocessing step for binarization [5][6], in order to preserve more information.
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