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Abstract 

We present elementary proofs to some formulas given without proofs by K. A. West and J. 
McClellan in 1993, B. L. Evans and J. H. McClellan in 1994, and J. Cavicchi in 2002, for  
the calculation of the convolution integrals and sums of piecewise defined functions. 
Unlike “divide and conquer” strategy, these formulas are of the type “conquer what is 
divided”.  

Applications to differential equations, probability theory and linear discrete system theory 
are given. An example in connexion with the commutativity of the convolution product is 
also given. For completeness, in Annex we include a proof of the well-known elementary 
solution method for solving non-homogeneous linear differential equations with constant 
coefficients, used in the first application. The present work is part of a series of the 
author’s articles, some of which being published in this Journal, that present the products 
of convolution, both in discrete and continuous case, and some of their applications.   

Keywords: convolution products, piecewise defined functions, non-homogeneous 
linear differential equations, elementary solution method, distribution functions of  
random variables, linear discrete system theory. 
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1. Introduction 

In mathematics and its applications, the functions to be used are not always as good as we 
would like. So, most of them are piecewise defined by different analytical formulas. Thus 
can be, for example, the coefficients and the right side of a non-homogeneous linear 
differential equation we want to solve. Of course, it can be solved separately on each 
interval. But this is very slow procedure. More useful is a method applicable to the matter 
considered as a whole. For the mentioned problem, such a method consists in computation 
by the formulas presented in this paper of the integral of convolution between the right 
side of the equation and its elementary solution. This will be made in the application 
given in Section 5.1.A first method for calculating convolution integrals and sums of 
piecewise defined functions, was given in the papers [4] and [2]. It corresponds to below 
corollaries. A more compact formula was given by T. J. Cavicchi in [1], its result being 
presented in theorem 1 from Section 2 in continuous variable case and in theorem 2 from 
Section 3 in discrete variable case. The main purpose of these formulas is to indicate the 
real limits of integration, respective summation. Because in the cited papers, the proofs 
are only sketched, we will give in Sections 2 the elementary but rigorous proofs of these 
formulas in continuous variable case. In case of discrete variable they are similar and will 
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be omitted from Section 3. Both a special case and the cases when the support intervals of 
the factor functions have some infinite limits, are given in Section 4. 

A rather difficult method for calculating the convolution integrals based on 
representations of the factors by step-functions, was given by I. S. Goldberg, M. G. Block 
and R. E. Rojas in [3].As is known, the convolution product is used in many chapters 
from mathematics, physics and technology. Therefore these formulas for a fast calculus of 
the convolutions can be used in these areas. For example, we give in Section 5 a few such 
applications. As noted above, in Section 5.1 we determine a particular solution of a non-
homogeneous linear differential equation with piecewise constant coefficients and 
piecewise continuous right side. This is made by convolution between the right side of the 
equation and its elementary solution, both piecewise defined functions. For completeness 
we give in an Annex the proof of the elementary solution method. 

In Section 5.2, the convolution formula is used to compute the probability distribution 
function of the sum of two independent random variables as convolution of their 
distribution functions. In Section 5.3, we present two applications to linear discrete 
system theory. In Section 6 is given an example which shows that although the 
convolution is commutative, ( )( ) ( )( )xfgxgf ∗=∗ , calculation of the two products is 
different. In all these applications, the convolution integrals and sums between piecewise 
defined functions that arise, will be calculated using the formulas presented in Sections 2, 
3 and 4.  

Because the formulas presented in this paper are elementary, mainly consisting in 
calculations of integrals or sums, they can be used in the teaching process, as applications 
of the mathematical analysis in equations, probability and different chapters of physics. 

2. Continuous Variable Case 

The convolution product of two functions of real variable with complex values ( )xf  and 
( )xg  is defined by the well-known formula 

( )( ) ( ) ( )∫
∞

∞−

−=∗ dyyxgyfxgf .       (1c) 

Theorem 1c (Continuous Case). If The Functions f  And g  Are Integrable On The 
Intervals  

( ) ( )[ ]frfl ,  and  ( ) ( )[ ]grgl ,  and zero otherwise, then the convolution product gf ∗  
takes the form 

( )( ) ( ) ( )
( ) ( )( )

( ) ( )( )

∫
−

−

−=∗
glxfr

grxfl

dyyxgyfxgf
,min

,max

, ( ) ( )[ ]gfrgflx ∗∗∈∀ , ,      (2c) 

and zero otherwise, where ( ) ( ) ( )glflgfl +=∗  and ( ) ( ) ( )grfrgfr +=∗ . 



 
Proof. When ( ) ( ) ( )glflgflx +=∗< , for ( )fly <  we have ( ) 0=yf , and for 

( )fly ≥  we have ( ) ( )glflxyx <−≤− , hence ( ) 0=− yxg . Therefore, in this case 
we get ( )( ) 0=∗ xgf . Same result is obtained when ( )gfrx ∗> . 

Now suppose that ( ) ( )gfrxgfl ∗≤≤∗ . If ( ) ( )( )grxfly −< ,max , we consider the 
following two cases: 

1) If ( ) ( )grflx +< , then ( ) ( )flgrx <− , hence ( ) ( )( ) ( )flgrxfl =−,max . It results 
( )fly < , hence ( ) 0=yf , and therefore ( )( ) 0=∗ xgf . 

2) If ( ) ( )grflx +≥ , then ( ) ( )grxfl −≤ , hence ( ) ( )( ) ( )grxgrxfl −=−,max . It 
results ( )grxy −< , hence ( )gryx >− . We obtain ( ) 0=− yxg , hence 
( )( ) 0=∗ xgf . 

Same result is obtained when ( ) ( )( )glxfry −> ,min . Therefore, formula (1c) is 
reduced to (2c). 

We denote ( ) ( ) ( )flfrf −=λ  and ( ) ( ) ( )glgrg −=λ , the lengths of the two support 
intervals of the factor functions f  and g , and 

( ) ( ) ( ) ( )( )glfrgrflm ++= ,min , ( ) ( ) ( ) ( )( )glfrgrflM ++= ,max . 

Obviously, ( ) ( )gfrMmgfl ∗≤≤≤∗ . 

Corollary. In assumptions of the theorem 1C, the convolution product is given by formulas 

( )( ) ( ) ( )
( )

( )

∫
−

−=∗
glx

fl

dyyxgyfxgf , ( )[ ]mgflx ,∗∈∀ ,    (3c) 

( )( ) ( ) ( )
( )

( )

∫
−

−

−=∗
glx

grx

dyyxgyfxgf , [ ]Mmx ,∈∀ , if ( ) ( )fg λλ < ,      (4c) 

( )( ) ( ) ( )
( )

( )

∫ −=∗
fr

fl

dyyxgyfxgf , [ ]Mmx ,∈∀ , if ( ) ( )gf λλ < ,       (5c) 

( )( ) ( ) ( )
( )

( )

∫
−

−=∗
fr

grx

dyyxgyfxgf , ( )[ ]gfrMx ∗∈∀ , .    (6c) 

Proof. If mx < , then ( ) ( )grflx +<  and ( ) ( )glfrx +< , hence ( ) ( )flgrx <−  and 
( ) ( )frglx <− . In this case ( ) ( )( ) ( )flgrxfl =−,max  and 
( ) ( )( ) ( )glxglxfr −=−,min , therefore formula (2c) reduces to (3c). Analogously, if 

Mx > , formula (2c) is reduced to (6c). 



Now we suppose that Mxm ≤≤ . If ( ) ( )fg λλ < , then ( ) ( ) ( ) ( )flfrglgr −<− , 
hence 

( ) ( ) ( ) ( )glfrMxmgrfl +=≤≤=+ . 

In this case ( ) ( )grxfl −≤  and ( ) ( )frglx ≤− , hence  
( ) ( )( ) ( )grxgrxfl −=−,max  and ( ) ( )( ) ( )glxglxfr −=−,min , therefore formula 

(2c) is reduced to (4c). Analogously, if ( ) ( )gf λλ < , formula (2c) is reduced to (5c). 

Remark. Throughout the work, each function is given on its support interval, being zero 
otherwise.  

3. Discrete Variable Case 

The convolution product of two functions of integer variable with complex values ( )nf  
and ( )ng  is defined by formula 

( )( ) ( ) ( )∑
∞

−∞=

−=∗
k

kngkfngf .     (1d) 

As in Section 2, we can show the following discrete results: 

Theorem 1D (Discrete case). If the functions ( )nf  and ( )ng  are on the intervals  

( ) ( )[ ]frfl ,  and  ( ) ( )[ ]grgl ,  and zero otherwise, then the convolution product gf ∗  
takes the form 

( )( ) ( ) ( )
( ) ( )( )

( ) ( )( )

∑
−

−=

−=∗
glnfr

grnflk
kngkfngf

,min

,max

.      (2d) 

Corollary. In assumptions of the theorem 1D, the convolution product is given by 
formulas 

( )( ) ( ) ( )
( )

( )

∑
−

=

−=∗
gln

flk
kngkfngf , ( )[ ]mgfln ,∗∈∀ ,      (3d) 

( )( ) ( ) ( )
( )

( )

∑
−

−=

−=∗
gln

grnk
kngkfngf , [ ]Mmn ,∈∀ , if ( ) ( )fg λλ < ,      (4d) 

( )( ) ( ) ( )
( )

( )

∑
=

−=∗
fr

flk
kngkfngf , [ ]Mmn ,∈∀ , if ( ) ( )gf λλ < ,     (5d) 

( )( ) ( ) ( )
( )

( )

∑
−=

−=∗
fr

grnk
kngkfngf , ( )[ ]gfrMn ∗∈∀ , .   (6d) 



 
4. Remarks 

1) If ( ) ( )gf λλ = , then Mm = and the convolution has only cases (3) and (6). 

2) Formulas given in theorem and its corollary, both for continuous and discrete variable, 
also apply if some of the extremities of support intervals ( ) ( )[ ]frfl ,  and ( ) ( )[ ]grgl ,  of 
functions f  and g  are infinite. In these cases, some of the formulas (3)-(6) must to be 
omitted. For example, if ( ) ∞=fr , then ( ) ∞=∗= gfrM , hence the convolution has 
only the cases (3) and (4). If in addition ( ) ∞=gr , then ∞=m  and the convolution is 
calculated only with the formula (3). In this case, if ( ) ( ) 0== glfl , the formula (2) is 
reduced to the causal convolution 

( ) ( ) ( )∫ −=∗
x

dyyxgyfxgf
0

, 0≥x , respective ( ) ( ) ( )∑
=

−=∗
n

k
kngkfngf

0
, 0≥n , 

and zero otherwise. 

3) A function f  is named piecewise defined if ∑ =
=

n

k kff
1

,  where kf  are functions 

with  disjoint support intervals. If ∑ =
=

m

j jgg
1

 is another such function, then 

∑ ∑= =
∗=∗

n

k

m

j jk gfgf
1 1

, hence the convolution product of such functions is reduced 

to the above-mentioned case. 

5. Applications 

5.1. Differential Equations 

A particular solution for a linear non-homogeneous differential equation with constant 
coefficients can be obtained by the convolution between the elementary solution of the 
equation and its right side. 

The integral convolution formulas presented in Section 2 can be used when the right side 
of the equation is a piecewise continuous function and its coefficients are piecewise 
constant functions. 

Example 1. Let us determine a particular solution of the differential equation 

I. ( ) ( ) ( ) ( )xvxuxkxu =+′′ , [ )∞∈ ,0x , satisfying the  initial conditions 
( ) ( ) 000 =′= uu ,when 



II. ( )















 ∞∈





∈

=
,

4
5,4

4
5,0,1

π

π

x

x
xk  , ( ) [ ]

( )



∞∈
∈

=
,,
,0,1

π
π

xx
x

xv . 

Solution. We denote ( ) 11 =xv , [ ]π,0∈x  and ( ) xxv =2 , ( )∞∈ ,πx . 

If  



∈

4
5,0 πx , the equation has the form ( ) ( ) ( )xvxuxu =+′′ . The elementary solution 

is the solution of the homogeneous equation ( ) ( ) 0=+′′ xuxu , that satisfies the initial 
conditions ( ) 00 =u , and ( ) 10 =′u , hence is the function ( ) xxE sin1 = , [ )∞∈∀ ,0x . 

The solution is ( ) ( ) ( )xEvxEvxu 1211 ∗+∗= , where 

( ) ( ) ( )
( )

( )

∫
−∞

−=∗
x

dyyxEyvxEv
,min

,0max
1111

π

,  so ( ) ( ) xdyyxxEv
x

cos1sin
0

11 −=−=∗ ∫ , 

[ ]π,0∈∀ x , 

( ) ( ) xdyyxxEv cos2sin
0

11 −=−=∗ ∫
π

, 




∈∀

4
5, ππx , and 

( ) ( ) ( )
( )

( )

∫
∞

−∞

−=∗
x

dyyxEyvxEv
,min

,max
1212

π

, so ( ) ( ) ( ) 01212 =−=∗ ∫
x

dyyxEyvxEv
π

, because 

( ) 02 =yv , for [ ]π,0∈∀ x , ( ) ( ) =−=∗ ∫
x

dyyxyxEv
π

sin12 xxx sincos ++π , 






∈∀

4
5, ππx . 

If 





 ∞∈ ,

4
5πx , the equation has the form ( ) ( ) ( )xvxuxu =+′′ 4 , with the elementary 

solution ( ) ( )xxE 2sin
2
1

2 = , [ )∞∈∀ ,0x . The solution is 

( ) ( ) ( )xEvxEvxu 2221 ∗+∗= , where 

( ) ( ) ( )
( )

( )

∫
−∞

=−=∗
π,min

,0max
2121

x

dyyxEyvxEv ( ) ( ) 0
0

21 =−∫
x

dyyxEyv , because ( ) 01 =yv , 

( ) ( ) ( )
( )

( )

∫
∞

−∞

=−=∗
x

dyyxEyvxEv
,min

,max
2222

π

( ) =−∫
x

dyyxy
π

2sin
2
1 ( ) ( )xxx 2sin

8
12cos

44
−−

π

. 
Therefore, the solution is 



 

( )
[ ]

( )

( ) ( )



















 ∞∈−−






∈+−+

∈−

=

,
4

5,2sin
8
12cos

44

4
5,,sincos2

,0,cos1

ππ

πππ

π

xxxx

xxxx

xx

xu  

(and zero otherwise). 

5.2. Probability Theory 

Because the probability distribution function of the sum of two independent random 
variables is the convolution of their distribution functions, it can be calculated by 
formulas given in Section 2. 

Example 2. Let X  and Y  be independent  continuous random variables having the 
distributions ( ) ( )213 xxf −= , [ ]1,0∈x  and ( ) 21=xg , [ ]1,1−∈x . Let us determine 
the distribution  of the sum YX + . 

Solution. The requested distribution is  ( ) ( ) ( )dyyxgyfxgf ∫
∞

∞−

−=∗

( )
( )

( )

∫
+

−

−=
1,1min

1,0max

21
2
3 x

x

dyy , [ ]2,1−∈∀ x , hence ( ) =∗ xgf ( ) ( )1
2
11

2
3 3

1

0

2 +=−∫
+

xdyy
x

, 

[ ]0,1−∈∀ x , ( ) =∗ xgf ( )
2
11

2
3 1

0

2 =−∫ dyy ,  [ ]1,0∈∀ x , because 

( ) ( )gLfL =<= 21 , ( ) =∗ xgf ( ) ( )3
1

1

2 2
2
11

2
3

−−=−∫
−

xdyy
x

, [ ]2,1∈∀ x ,  the 

function ( )xgf ∗  being zero otherwise. 

5.3. System Theory 

Example 3. We consider a time-invariant linear discrete system having the output 
( )7632 2,,0,,,0,1 qqqq−  when the input is ( )32 2,,,1 qqq −− . Determine  the output 
corresponding to input ( ) nqnf = , [ ]α,0∈∀n , where 0≠q  is a complex number and 

0≠α  a natural number. 

Solution. The considered system is represented mathematically by a convolution operator 
with a sequence ( )nh  named impulse response or weight sequence of the system. 
Namely, the relation between an arbitrary input ( )nf   and its corresponding output ( )ng  
is given by the formula ( ) ( )( )nhfng ∗= . The transfer sequence  ( )nh  can be 



determined by the inverse operation of discrete convolution, named deconvolution or long 
division, 

3276432 212001 qqqqqqqq −−−  
------------------------------- 

43232 121 qqqqqqq −−  
-------------------------------- 

430/ qqq −  
432 2qqqq −−  

-------------------------------- 
00/ 42 qq −  

5432 2qqqq −−  
------------------------ 

653 20/ qqq −  
6543 2qqqq −−  

------------------------ 
7654 2/ qqqq −−  
7654 2qqqq −−  

---------------------------- 
////  

It results ( ) ( )432 ,,,,1 qqqqnh = . The required output is 

( ) ( )( )
( )

( )
( ) ( )[ ]

( )

( )
=+−−===∗= ∑ ∑

−= −=

− n
n

nk

n

nk

nknk qnnqqqnhfng
,min

4,0max

,min

4,0max
14,0max,min

α α

α  

( )[ ]
( )[ ]




+≤≤−−+
≤≤−−+

=
4,4,0max1

,0,4,0max1
ααα
α

nqn
nqnn

n

n

 and zero otherwise. 

For 4<α , we get ( )
( )
( )

( )







+≤≤−+
≤≤+
≤≤+

=
44,5

,4,1
,0,1

αα
αα

α

nqn
nq
nqn

ng
n

n

n

. 

For 4=α , we get ( ) ( )
( )



≤≤−
≤≤+

=
84,9
,40,1

nqn
nqn

ng n

n

. 

For 4>α , we get ( )
( )

( )







+≤≤−+
≤≤
≤≤+

=
4,5

,4,5
,40,1

ααα
α

nqn
nq
nqn

ng
n

n

n

. 



 
Example 4. Consider a system as in example 3, having the  transfer sequence ( ) npnh = , 

β≥∀n . Determine the output corresponding to input ( ) nqnf = , α≥∀n . Here 0≠p  
and 0≠q  are complex numbers while α  and β are integer numbers. 
Solution. The desired output is  ( ) ( )( )nhfng ∗= , βα +≥∀n . In this case the 
convolution product must be calculated only with formula (3d). For qp ≠  and 

βα +≥n , using formula for the sum of a geometric progression, we get 

( )
qp

qppq

p
q

p
q

p
qp

p
qppqng

nnn

k

n

n
k

n
n

k

knk

−
−

=
−









−









=








==

−+−+−

=

+−−

−

=

− ∑∑
ββααβ

α

αβ

αβ

α

11

1

1

1
. 

 For qp =  and βα +≥n , we get 

( ) ( ) n
n

k

n
n

k

knk pnpppng 1+−−=== ∑∑
−

=

−

=

− αβ
β

α

β

α

. 

6. On The Commutativity Of The Convolution Product 

As convolution product is commutative, the products ( )( )xgf ∗  and ( )( )xfg ∗  have the 
same value, but their calculation is different. We present an example that will show it in 
different situations. 
Example 5. Calculate the convolution products ( )( )xgf ∗  and ( )( )xfg ∗  for functions 
( ) 1=xf , [ ]1,1−∈∀x  and ( ) xxg = , [ ]ax ,0∈∀ , with 0>a , zero otherwise. 

Solution. We have ( ) 1−=fl , ( ) 1=fr , ( ) 2=fλ , ( ) 0=gl , ( ) ( ) aggr == λ , 
( )1,1min −= am , ( )1,1max −= aM , ( ) ( ) 1−=∗=∗ fglgfl , 

( ) ( ) afgrgfr +=∗=∗ 1 . 
For 2<a , 1−= am ,  and ( ) ( )fg λλ < , hence from (3c), (4c) and (6c), we have 

( )( ) ( ) ( )
∫
−

+
=−=∗

x xdyyxxgf
1

2

2
1

, [ ]1,1 −−∈∀ ax , ( )( ) ( )∫
−

=−=∗
x

ax

adyyxxgf
2

2

,

[ ]1,1−∈∀ ax , 
( )
2

1 22 −− xa
, [ ]ax +∈∀ 1,1  and from (3c), 

(5c) and (6c), we have ( )( ) ( )
∫
+ +

==∗
1

0

2

2
1x xydyxfg , [ ]1,1 −−∈∀ ax , 

( )( ) ∫ ==∗
a aydyxfg
0

2

2
, [ ]1,1−∈∀ ax , ( )( ) ( )

∫
−

−−
==∗

a

x

xaydyxfg
1

22

2
1 , 

[ ]ax +∈∀ 1,1 . 

1=M

( )( ) ( )∫
−

=−=∗
1

ax

dyyxxgf



For 2=a , 1== Mm , hence from (3c) and (6c), we have 

( )( ) ( ) ( )
∫
−

+
=−=∗

x xdyyxxgf
1

2

2
1

, [ ]1,1−∈∀x , 

( )( ) ( ) ( )
2

14 21

2

−−
=−=∗ ∫

−

xdyyxxgf
x

, [ ]3,1∈∀x  and from (3c) and (6c), we have 

( )( ) ( )
∫
+ +

==∗
1

0

2

2
1x xydyxfg , [ ]1,1−∈∀x , ( )( ) ( )

∫
−

−−
==∗

2

1

2

2
14

x

xydyxfg , 

[ ]3,1∈∀x . 
For 2>a , 1=m , 1−= aM  and ( ) ( )gf λλ < , hence from (3c), (5c) and (6c), we 

have ( )( ) ( ) ( )
∫
−

+
=−=∗

x xdyyxxgf
1

2

2
1

, [ ]1,1−∈∀x , ( )( ) ( )∫
−

=−=∗
1

1

2xdyyxxgf ,

[ ]1,1 −∈∀ ax , 
( )
2

1 22 −− xa
, [ ]ax +∈∀ 1,1  and from (3c), 

(4c) and (6c), we have ( )( ) ( )
∫
+ +

==∗
1

0

2

2
1x xydyxfg , [ ]1,1−∈∀x , 

( )( ) ∫
+

−

==∗
1

1

2
x

x

xydyxfg , [ ]1,1 −∈∀ ax , ( )( ) ( )
∫
−

−−
==∗

a

x

xaydyxfg
1

22

2
1 , 

[ ]aax +−∈∀ 1,1 . 

7. Annex: Solving Linear Differential Equations By Elementary Solutions 

We present in the following theorem the elementary solutions method of solving non-
homogeneous linear differential equations with constant coefficients. 
 
Theorem. The non-homogeneous linear differential equation 
    

( )( ) ( )xvxuan

k
k

kn =∑ = −0
, [ )∞∈ ,0xx      (7) 

 
with constant  coefficients 10 =a , ka , 1,,1,0 −= nk  , has a particular solution that 

satisfies the initial conditions ( ) ( ) 00 =xu k , nk ,,1,0 = , given by the convolution 
formula 
 

( ) ( ) ( ) ( )∫ −=∗=
x

x
dyyxEyvxEvxu

0

,   (8) 

where ( )xE  is the elementary solution of equation, namely the solution of the 
homogeneous associated equation 
 

( )( ) ( )∫
−

=−=∗
1

ax

dyyxxgf



 
( )( ) 0

0
=∑ = −

n

k
k

kn xua , [ )∞∈ ,0x     (9) 
 
that  satisfies the initial conditions 
 

( ) ( ) 00 =kE , 2,,1,0 −= nk  ,        (10) 
 

( ) ( ) 101 =−nE .     (11) 
 
Proof. If ( )xu  is given by formula (8), by differentiation of the integral with respect to its 
parameter x  and taking into account the initial conditions (10) and (11), we obtain 
                                 

( ) ( ) ( ) ( ) ( )∫ −=
x

x

kk dyyxEyvxu
0

, 1,,1 −=∀ nk  ,    (12) 

( ) ( ) ( ) ( ) ( ) ( )∫ +−=
x

x

nn xvdyyxEyvxu
0

.          (13) 

Using relations (8), (12), (13), it results 
( )( ) ( ) ( )( ) ( ) =+−=∑ ∫∑ = −= −

n

k
kx

xkn
n

k
k

kn xvdyyxEyvaxua
00 0

 

( ) ( )( ) ( )∫ ∑ = − =+−=
x

x

n

k
k

kn xvdyyxEayv
0 0

( )xv , 

the last equality resulting from the relation (9) applied for ( ) ( )yxExu −= . Thus, the 
function ( )xu  given by formula (8) is solution of equation (7). From (8) and (12), it also 
results that ( )xu  has zero initial conditions. 
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